
Chapter 11
Object and Concept Recognition for Image
Retrieval

Stefanie Nowak, Allan Hanbury, and Thomas Deselaers

Abstract ImageCLEF introduced its first automatic annotation task for photos in
2006. The visual object and concept detection task evolved over the years to become
an inherent part of the yearly ImageCLEF evaluation cycle with growing interest and
participation from the research community. Although the task can be solved purely
visually, the incorporation of multi–modal information such as EXIF (Exchangeable
Image File Format) data, concept hierarchies or concept relations is supported. In
this chapter, the development, goals and achievements of four cycles of object and
concept recognition for image retrieval are presented. This includes the task defini-
tions and the participation of the research community. In addition, the approaches
applied to solve the tasks and the lessons learnt are outlined. The results of all years
are illustrated, compared and the most promising approaches are highlighted. Fi-
nally, the interactions with the photo retrieval task are presented.

11.1 Introduction

In 2006, ImageCLEF added an ‘Automatic annotation task for general photographs’,
which over the years evolved from an image classification task into an object re-
trieval task (2007), and then into a hierarchical concept annotation task (2008–
2009). It has developed into an inherent part of the annual ImageCLEF evaluation
cycle with interactions with other tasks. As the task names indicate, the focus of
the task changed over the years but the objective has always been to analyze the
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content of images based on their visual appearance only. Object class recognition,
automatic image annotation, and object retrieval are strongly related tasks. In object
class recognition, the aim is to identify whether a certain object is contained in an
image; in automatic image annotation, a textual description of a given image is cre-
ated; and in object retrieval, images containing certain objects or object classes have
to be retrieved out of a large set of images. Each of these techniques is important to
allow for semantic retrieval from image collections.
Evaluation campaigns for object detection (Everingham et al, 2006, 2010),

content–based image retrieval (Clough et al, 2005) and image classification (Moellic
and Fluhr, 2006) have been established since 2005. Although these evaluation ini-
tiatives have a certain overlap with the tasks described in this chapter, ImageCLEF
has always focused on multi–modal analysis and the integration of detection tech-
nologies into actual retrieval systems. For example, in 2006 and 2007 the general-
ization of object recognition algorithms across different databases was tested. This
scenario denies the often made assumption that for training and testing the same
database with similar annotation characteristics is present. In 2008, the participants
were provided with a taxonomy and in 2009 with an ontology as additional knowl-
edge sources. These knowledge sources structured the visual concepts into sub and
super classes. The ontology also specifies additional relations and restrictions. This
textual information was available to enhance the visual analysis algorithms and, for
example, to validate the output of the classifiers.
In this chapter, we summarize and analyze the development and the insights

gained from four years of object and concept recognition in ImageCLEF. This also
allows us to analyze the progress of visual image analysis techniques over these
years. This chapter is structured as follows: Section 11.2 introduces the ImageCLEF
object and concept retrieval tasks of 2006–2009 in detail and illustrates their aims
and the data sets used. Section 11.3 summarizes the approaches of the participants to
solve the tasks. Section 11.4 presents the results of the individual years and summa-
rizes the most promising methods. Finally, the combinations of the object retrieval
task with the photo retrieval task (Chapter 8) are discussed in Section 11.5, and we
conclude in Section 11.6.

11.2 History of the ImageCLEF Object and Concept Recognition
Tasks

The first automatic image annotation task was organized in ImageCLEF 2006. A
summary of the four cycles of the object and concept recognition tasks from 2006
to 2009 is shown in Table 11.1. The task changed significantly from year to year,
which is rather unusual in evaluation campaigns. These changes are manifested in
the data sets used (see Chapter 2 for a detailed analysis of the data sets) as well
as in the task to be solved by the participants. They reflect the aim to move from
a classification task to a full image annotation system that can be combined with
other modalities. Every year the task was adapted considering the insights of the
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Table 11.1: Summary of the ImageCLEF object and concept recognition tasks char-
acteristics. The table illustrates the type of task, the training and test sets used, the
number of images each set contains, the number of visual classes and the num-
ber of participants and runs for the years 2006–2009 (OC=Object Categorization,
CD=Concept Detection).

Year Task Training Num. Test Num. Num. Num. Runs
Set Images Set Images Class Partic.

2006 OC LTU 13,963 Photos 1,100 21 4 10
2007 PASCAL 2,618 IAPR TC–12 20,000 10 7 26
2008 CD IAPR TC–12 suppl. 1,827 IAPR TC–12 suppl. 1,000 17 11 53
2009 MIR Flickr 5,000 MIR Flickr 13,000 53 19 73

visual tasks of the previous years as well as of the other ImageCLEF tasks. One
drawback resulting from these changes is that it is difficult to assess the progress of
participating methods over the years.

11.2.1 2006: Object Annotation Task

The Object Annotation Task in 2006 (Clough et al, 2007) aimed at the analysis of
how purely visual information can be made accessible to text–based searches. The
task was designed as a plain classification task to keep the entry barrier low for
potential participants. Although the 21 classes were labelled by an object name in
English, in fact the task was completely language independent: any other language,
or just class numbers, could have been used. A further aim was to investigate how
well object categorization algorithms can generalize to images of the same objects
that do not necessarily have the same acquisition characteristics. This is a com-
monly occurring situation in practice, as it is usually not viable to collect a training
set large enough to cover all variabilities; however, in other object recognition eval-
uations this is typically not considered. The training images used were generally
clean, containing very little clutter and few obscuring features, while the test im-
ages showed objects in a more realistic setting without constraints on acquisition
parameters. The training images were taken from a manually collected data set of
images in 268 classes kindly provided by LTU technologies1, from which we se-
lected 21 classes, leading to 13,963 training images. The classes chosen were ash-
trays, backpacks, balls, banknotes, benches, books, bottles, calculators, cans, chairs,
clocks, coins, computer equipment, cups mugs, hifi equipment, knives forks spoons,
mobile phones, plates, sofas, tables, and wallets.
For the test set, 1,100 images of these objects were taken by the organizers. In

each test image, at least one object of one of the 21 classes appears, although ob-
jects not belonging to any of the classes frequently appear as background clutter.

1 http://www.ltutech.com/



200 Stefanie Nowak, Allan Hanbury, and Thomas Deselaers

3 – Balls
6 – Books

14 – Cups 19 – Sofas

Fig. 11.1: Example images for four of the 21 classes used in the image annotation
task in 2006: (left) training set, (right) test set.

The distribution of classes in both training and test sets was non–uniform. Exam-
ples of images from the training and test set are shown in Figure 11.1. Along with
the training images, 100 of the test images were provided to participants as a devel-
opment set. The test set was released at a later stage to make training on the testing
data difficult. As this was the first time the task was run, and due to its difficulty,
only four groups participated, submitting a total of ten runs. For evaluation, the error
rate (percentage of incorrectly classified images) was used.

11.2.2 2007: Object Retrieval Task

In the Object Retrieval Task in 2007 (Deselaers et al, 2008), the aim was to iden-
tify all images showing objects of a certain class. For training, the ‘training and
validation set’ of the PASCAL VOC 2006 data set was used (2618 images). Ob-
jects in these images are annotated with a class label and bounding boxes, having
a total of 4,754 objects in ten classes. For testing, the 20,000 images in the IAPR
TC–12 database (Grubinger et al, 2006) were used. Examples of images from the
training and test sets are shown in Figure 11.2. The task was formulated as a re-
trieval task with ten queries corresponding to the ten object classes. The relevance
assessments on the IAPR TC–12 were obtained in three ways: 1. Pooling: a Web–
interface allowed the relevance of the obtained image categorizations to be man-
ually assessed. These categorizations were obtained by pooling all runs (Braschler
and Peters, 2003); 2. Additional relevance judgments: the Web interface also offered
the assessors the ability to provide additional information on the objects present in
the image. The web interface allowed relevance to be judged rapidly by members
of the research groups of the organizers; 3. Manual categorization: Ville Viitaniemi
of the Helsinki University of Technology judged all 20,000 images for relevance to
the ten queries with stricter definitions of the relevances. Seven groups participated
and submitted 26 runs. Performance was measured using Mean Average Precision
(MAP).
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Fig. 11.2: Example images for four of the ten classes used in the object retrieval task
in 2007: bicycle, car, motorbike, person, with (top) PASCAL training set, (bottom)
IAPR TC–12 test set. Note the bounding boxes in the training set, and that more
than one object can appear in an image.

indoor outdoor, person, day,
vegetation, animal

outdoor, night, water,
buildings

outdoor, day, road, vege-
tation, mountains, build-
ings, sky, overcast

Fig. 11.3: Example images and their concepts from the visual concept detection task
in 2008.

11.2.3 2008: Visual Concept Detection Task

In the 2008 Visual Concept Detection Task (VCDT) (Deselaers and Hanbury, 2008),
the focus was moved from recognizing objects to recognizing concepts, such as
indoor/outdoor, day/night, buildings, beach, etc. This is a task that has direct appli-
cation in annotating images with concepts that are often considered as too obvious
to be added to images manually, but have a large potential as useful search terms.
17 hierarchically arranged concepts were chosen. The use of training and test sets
with differing characteristics was not continued for the concept detection task. The
data set consisted of 2,827 images that were taken from the same pool as those used
to create the IAPR TC–12 data set, but were not included in the IAPR TC–12 data
set. Example images are shown in Figure 11.3. The data set was divided into 1,827
training images and 1,000 test images. As in 2006, a Web interface was used to
annotate the images. Eleven groups participated and submitted 53 runs. The Equal
Error Rate (EER) and Area Under Curve (AUC) evaluation measures were used.
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Family-Friends, Sky, Sum-
mer, Outdoor, Trees, Clouds,
Day, Sunny, Portrait, Sin-
gle Person, Neutral Illumi-
nation, No Blur

Canvas, No Blur, Neu-
tral Illumination, Small
Group, No Visual Season,
No Visual Place, No Vi-
sual Time

Landscape, Outdoor, Water,
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No Blur, No Persons, No Vi-
sual Season

Plants, Outdoor, Partly
Blurred, Macro, Animals,
No Visual Time, Neutral
Illumination, No Per-
sons, Summer, Aesthetic
Impression

Fig. 11.4: Example images from the visual concept detection task in 2009.

11.2.4 2009: Visual Concept Detection Task

In 2009, the Visual Concept Detection Task was carried out at a larger scale (Nowak
and Dunker, 2009), with 53 hierarchically organized concepts and a database of
18,000 images from the MIR Flickr 25,000 image data set (Huiskes and Lew, 2008).
Examples of the images and concepts are shown in Figure 11.4. The annotation was
carried out more carefully and included a validation step as well as a test of inter–
annotator agreement. 5,000 images were used for training, and the remaining 13,000
for testing. Participation continued to increase, with 19 groups submitting 73 runs.
The EER and AUC evaluation measures were again used, but a new ontology–based
measure (OS) (Nowak and Lukashevich, 2009) was also introduced.

11.3 Approaches to Object Recognition

Over the four years, 29 research groups participated in total. Of these, nine research
groups participated in the task several times. The participation of the groups is sum-
marized in Table 11.2. For readability, all participating groups are listed together
with the group acronyms and the citations of their approaches as follows:

• apexlab (Nowak and Dunker, 2009): Shanghai Jiaotong University, Shanghai,
China;

• AVEIR (Glotin et al, 2009): joint consortium of the four groups: Telecom Paris-
Tech, LSIS, MRIM–LIG and UPMC;

• budapest / sztaki (Deselaers et al, 2008; Daróczy et al, 2008, 2009): Data Min-
ing and Web search Research Group, Informatics Laboratory, Computer and Au-
tomation Research Institute, Hungarian Academy of Sciences, Hungary;

• CEA LIST (Deselaers and Hanbury, 2008; Nowak and Dunker, 2009): Lab of
Applied Research on Software–Intensive Technologies of the CEA, France;

• CINDI (Clough et al, 2007): Concordia University in Montreal, Canada;
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• DEU (Clough et al, 2007): Department of Computer Engineering of the Dokuz
Eylul University in Tinaztepe, Turkey;

• FIRST (Binder and Kawanabe, 2009): Fraunhofer FIRST, Berlin, Germany;
• HJFA (Jiang et al, 2008): Microsoft Key Laboratory of Multimedia Computing
and Communication of the University of Science and Technology, China;

• HUTCIS (Deselaers et al, 2008): Adaptive Informatics Research Centre / Labo-
ratory of Computer and Information Science, Helsinki University of Technology,
Finland;

• I2R (Deselaers and Hanbury, 2008; Ngiam and Goh, 2009): IPAL French–
Singaporean Joint Lab of the Institute for Infocomm Research, Singapore;

• IAM (Hare and Lewis, 2009): Intelligence Agents Multimedia Group of the Uni-
versity Southampton, UK;

• INAOE TIA (Deselaers et al, 2008; Deselaers and Hanbury, 2008; Escalante
et al, 2009): TIA Research Group, Computer Science Department, National In-
stitute of Astrophysics, Optics and Electronics, Tonantzintla, Mexico;

• ISIS (van de Sande et al, 2009)]: Intelligent Systems Lab of the University of
Amsterdam, The Netherlands;

• Kameyama (Sarin and Kameyama, 2009): Graduate School of Global Informa-
tion and Telecommunication Studies, Waseda University, Japan;

• LEAR (Douze et al, 2009): LEAR team of INRIA, Montbonnot, France;
• LSIS (Zhao and Glotin, 2008; Dumont et al, 2009): Laboratory of Information
Science and Systems, France;

• Makere (Deselaers and Hanbury, 2008): Faculty of Computing and Information
Technology, Makerere University, Uganda;

• MedGIFT (Clough et al, 2007): University and Hospitals of Geneva, Switzer-
land;

• MMIS (Llorente et al, 2008, 2009): Knowledge Media Institute, Open Univer-
sity, Milton Keynes, UK;

• MRIM-LIG (Pham et al, 2009): Multimedia Information Modelling and Re-
trieval group at the Laboratoire Informatique de Grenoble, Grenoble University,
France;

• MSRA (Deselaers et al, 2008): Microsoft Research Asia;
• NTU (Deselaers et al, 2008): School of Computer Engineering, Nanyang Tech-
nological University, Singapore;

• PRIP (Deselaers et al, 2008): Institute of Computer–Aided Automation, Vienna
University of Technology, Vienna, Austria; Intelligent Systems Lab Amsterdam,
University of Amsterdam, The Netherlands;

• RWTH (Clough et al, 2007; Deselaers et al, 2008; Deselaers and Hanbury,
2008): Human Language Technology and Pattern Recognition Group from the
RWTH Aachen University, Germany;

• Telecom ParisTech (Ferecatu and Sahbi, 2009): Institut TELECOM, TELE-
COM ParisTech, Paris, France;

• UAIC (Iftene et al, 2009): Faculty of Computer Science of Alexandru Ioan Cuza
University, Romania;
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Table 11.2: Participation in the object retrieval task over the years. The rows denote
in which year the single groups participated and the number illustrates the number
of run configurations that were submitted. Please note that in 2009 the maximum
number of runs was restricted to five.
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2006 4 2 2 3
2007 1 2 13 4 3 1 2
2008 1 13 7 3 1 8 7 4 1 6 2
2009 5 5 4 2 5 5 5 1 3 4 4 3 5 5 5 4 2 1 5

• UPMC (Tollari et al, 2008; Fakeri-Tabrizi et al, 2009): University Pierre et Marie
Curie in Paris, France;

• Wroclaw Uni (Nowak and Dunker, 2009): Wroclaw University of Technology,
Poland;

• XRCE (Ah-Pine et al, 2008, 2009): Textual and Visual Pattern Analysis group
from the Xerox Research Center Europe, France;

In the following, we outline commonly used techniques to solve the object re-
trieval and detection tasks. To this end, all 162 submissions from 29 research groups
and 17 countries are analyzed. The submitted approaches are categorized regarding
descriptors, codebook generation, classification methods, and post–processing.

11.3.1 Descriptors

A large variety of visual descriptors was used throughout the four cycles of this
ImageCLEF task. Most groups apply combinations of descriptors. One broad dis-
tinction is whether a descriptor describes an image as a whole (global features) or
only a region of the image (local features). Among the local features, different sizes
of the described regions are considered: some descriptors only consider small square
image regions while others consider large portions of the image. Furthermore, the
positions from which local features are extracted vary widely. Local descriptors
can, for example, be extracted from sparse interest points or from a dense grid. Fre-
quently, a set of local features is further represented as a histogram over a visual
codebook (e.g. ISIS, RWTH, IAM, LSIS, see Section 11.3.2).
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Some groups also extract local features from image regions that were obtained by
an unsupervised image segmentation engine. Here, often the entire image is covered
with regions in a jigsaw–like way [budapest, INAOE TIA].
Among the global features many groups used color histograms [DEU, CINDI,

HUTCIS, Makere, CEA–LIST, etc.] amongst other features or texture features such
as edge histograms, Tamura histograms [MMIS] or Gabor features [LSIS, NTU].
Also the Gabor–based GIST features [kameyamalab, INRIA-LEAR, apexlab] and
profile entropy features [LSIS] were applied.
Bag–of–words representations of SIFT, color–SIFT or image patches were com-

mon among the local features [ISIS, FIRST, MSRA, PRIP, IAM, HUTCIS, HJ-FA].
These features were often extracted from Harris-Laplace interest points or using
a dense grid. Region-based local features also allow for using shape [Makere, bu-
dapest, INAOE TIA] and spatial layout [CEA-LIST].
Several approaches extract global and local features and analyze the combination

of both feature types [LEAR, INAOE TIA, I2R, budapest, CEA LIST, kameyama,
AVEIR, MRIM, HUTCIS].
Some groups tried to make use of additional information such as EXIF tags

[UAIC] and concept names [Telecom Paristech, AVEIR]. Others obtained higher
level features, e.g. with the application of a face detector [UAIC].

11.3.2 Feature Post–processing and Codebook Generation

While global image descriptors directly describe an entire image, local features are
often summarized in a bag–of–visual–words descriptor. Many variations of bag–of–
visual–words approaches were proposed. The most common approach is to cluster
a set of representative local descriptors using k-means into 500–2,000 cluster pro-
totypes. Then each image is represented by a histogram counting how many of its
local descriptors belong into which of the clusters.
Such approaches were adopted by many groups over the four years. MSRA and

RWTH followed this approach, while ISIS additionally investigated different set-
tings for codebook generation. IAM uses a hierarchical k–means for clustering.
LSIS’s approach applies a Euclidean distance on multigrid features for visual word
assignment after the k-means clustering and budapest replaces the k-means cluster-
ing step with a Gaussian Mixture Model.

11.3.3 Classifier

Given the image descriptors, a classifier is applied to predict the class(es) of the test
images. The parameters of the classifier are trained on the training data and tuned
using the validation data.
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Classifiers are often grouped into generative, discriminative, or model–free ap-
proaches. Generative probabilistic models estimate the distribution of observations
for each class and use this to predict which class is most likely for a certain obser-
vation. Discriminative approaches directly model the posterior probability for the
classes. Another option is to combine or blend both approaches.
In the ImageCLEF object retrieval tasks, a large variety of discriminative and

generative classifiers have been used. By far the most prominent approach was
the classification with Support Vector Machines (SVMs) with different kernels,
multiple-kernels, and multi-class extensions [CINDI, HUTCIS, MSRA, CEA-LIST,
LSIS, I2R, INRIA-LEAR, ISIS, MRIM-LIG, UPMC and FIRST]. Other discrimi-
native approaches include log–linear models [RWTH] and logistic regression [bu-
dapest, XRCE], fuzzy decision forest [UPMC] or random forests [INAOE TIA].

The most popular model–free approach was the nearest neighbor classifier. It
has often been used as baseline for more sophisticated approaches using different
distance functions [CINDI, DEU, INAOE TIA, CEA-LIST, HJ-FA, Makere, PRIP
and Kameyama Lab] or weighted neighbors [INRIA-LEAR].
Furthermore, a variety of language models have been applied. MSRA uses a

visual topic model and a trigram language model and IAM investigated a cross–
language latent indexing method with a cosine distance decision function. Non–
parametric density estimation functions [MMIS], Markov Random Fields [INAOE
TIA] and Self Organizing Maps [HUTCIS] are further adopted methods.
Some groups used a number of classifiers and applied a fusion step of the results

after classification, e.g. [HUTCIS, AVEIR].

11.3.4 Post–Processing

After the classification step, some groups further refined the results. This step was
mainly applied in 2008 and 2009, as in these years a taxonomy and an ontologywere
offered as additional knowledge bases. Some participants incorporated this know-
ledge to improve their classifiers, partly also directly in the classification step. A
popular approach was the co–occurrence and correlation analysis of concept context
in the training data [MMIS, INAOE TIA, UPMC, budapest]. One group applied
semantic similarities that were determined by word correlations in Google,WordNet
and Wikipedia [MMIS]. Furthermore, thresholds were adapted in case of mutually
exclusive concepts [I2R, XRCE].

11.4 Results

In this section, the results of the individual years are summarized. The task and
the databases changed over the years, as outlined in Section 11.2. Therefore, the
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Table 11.3: Results from the object annotation task in 2006 sorted by error rate.

Rank Group ID Descriptor Classifier Error Rate [%]
1 RWTH dense BoW log-linear 77.3
2 RWTH sparse BoW log-linear 80.2
3 cindi global edge, color SVM 83.2
4 cindi global edge, color SVM 85.0
5 cindi global edge, color SVM 85.2
6 cindi global edge, color KNN 87.1
7 DEU global edge generative Gauss 88.2
- medGIFT collection frequencies GIFT-NN 90.5
- medGIFT collection frequencies GIFT-NN 91.7
8 DEU global colorlayout generative Gauss 93.2

results of the different years cannot be compared directly to each other. However,
we compare results across different years where possible.

11.4.1 2006: Object Annotation Task

Table 11.3 shows the results for three participating groups of the object annotation
task in 2006. The results of MedGIFT are not ranked, because they submitted their
runs after the deadline. The runs were evaluated using the error rate. Error rates are
very high and range from 77.3% to 93.2%. Further analysis revealed that many of
the test images could not be classified correctly by any method. Summarizing, the
discriminative classification methods outperformed the others by a small amount.

11.4.2 2007: Object Retrieval Task

The submissions of the Object Retrieval Task in 2007 were evaluated according to
average precision (AP) per class and ranked by the MAP over all classes. Table 11.4
presents the results. HUTCIS obtained the best result with a MAP of 2.9%. Consid-
ering the class–wise results, the best overall results were obtained for the car class
with an AP of 11.1%. Also, the classes person and bicycle could be detected
well with an AP of 8.6% and 4.1%, respectively. The worst results were achieved
for the classes dog and sheep, which could be detected with an AP of just 0.1%.
Except the classes sheep and cat, all best results per class were obtained by one
of the SVM configurations of HUTCIS.
The low performance of all methods shows that the task is very difficult and that

the varying number of relevant images per topic further complicates it.
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Table 11.4: Results from the ImageCLEF 2007 object retrieval task with complete
relevance information obtained by manual categorization for the whole database. All
values have been multiplied by 100 to make the table more readable. The results for
each class are presented in the corresponding columns. The MAP over all classes
is in the last column. The highest AP per class is shown in bold. Please note that
the results of the budapest group are not fully comparable as they assigned just a
single class per photo instead of multiple classes and used a different, more strongly
labelled training set.

Group ID Descriptor Classifier Bicycle Bus Car Mbike Cat CowDog Horse Sheep Person MAP
HUTCIS BoW (global

and local)
SVM 4.1 1.2 10.6 0.4 0.0 0.6 0.1 3.8 0.0 8.3 2.9

HUTCIS SIFT, color SVM 2.6 1.0 11.1 1.0 0.0 1.0 0.1 3.2 0.0 8.1 2.8
HUTCIS SIFT SVM 2.4 1.1 10.3 1.8 0.0 1.1 0.1 3.0 0.0 8.1 2.8
HUTCIS BoW (global

and local)
SVM 3.0 1.1 4.2 0.6 0.0 0.7 0.1 2.5 0.0 8.6 2.1

HUTCIS BoW (global
and local)

SVM 1.6 0.9 0.5 0.3 0.0 0.6 0.1 1.5 0.0 8.3 1.4

HUTCIS SIFT, color SVM 1.4 1.0 0.7 0.3 0.0 0.5 0.1 1.1 0.0 8.4 1.4
HUTCIS SIFT, color SVM 2.0 0.8 0.4 0.3 0.0 0.8 0.1 1.1 0.0 8.2 1.3
HUTCIS BoW (global

and local)
SOM 0.9 0.7 4.5 0.6 0.0 0.3 0.1 0.7 0.0 5.6 1.3

MSRA SIFT pLSA + SVM 0.9 0.5 3.6 0.6 0.7 0.1 0.1 0.4 0.0 6.0 1.3
HUTCIS SIFT, color SVM 1.3 0.8 0.5 0.2 0.0 0.5 0.1 0.8 0.0 8.4 1.3
HUTCIS BoW (global

and local)
SOM 0.8 0.6 4.2 0.5 0.0 0.3 0.1 0.4 0.0 5.4 1.2

HUTCIS SIFT SVM 1.1 0.7 0.4 1.4 0.0 0.3 0.0 1.0 0.0 7.2 1.2
HUTCIS SIFT SVM 1.1 0.8 0.3 0.3 0.0 0.4 0.1 0.9 0.0 6.9 1.1
HUTCIS SIFT SVM 0.3 0.9 0.3 0.3 0.0 0.3 0.0 1.1 0.0 6.6 1.0
RWTH dense BoW log-linear 0.4 0.2 1.4 0.2 0.0 0.1 0.0 0.2 0.0 5.5 0.8
budapest BoW segment NN 0.1 0.1 0.8 0.0 0.0 0.2 0.0 0.2 0.0 4.1 0.5
NTU global color,

texture, shape
SVM 1.2 0.7 2.4 0.0 0.0 0.0 0.1 0.1 0.0 0.8 0.5

budapest BoW segment NN 0.4 0.0 0.4 0.1 0.0 0.0 0.1 0.1 0.0 3.9 0.5
MSRA patch-based

texture
tri-gram lan-
guage model

0.4 0.3 0.7 0.1 0.1 0.0 0.0 0.3 0.0 2.5 0.4

MSRA patch-based
texture

tri-gram lan-
guage model

0.3 0.2 0.5 0.0 0.0 0.1 0.0 0.2 0.1 2.5 0.4

INAOE-TIA BoW naı̈ve Bayes +
AdaBoost

0.1 0.0 0.1 0.0 0.0 0.2 0.0 0.2 0.0 3.2 0.4

INAOE-TIA BoW KNN + MRF 0.5 0.1 0.6 0.0 0.0 0.2 0.0 0.0 0.0 2.2 0.4
INAOE-TIA BoW KNN + MRF 0.5 0.1 0.6 0.0 0.0 0.2 0.0 0.0 0.0 2.2 0.4
PRIP SIFT EMD + NN 0.1 0.0 0.3 0.1 1.4 0.1 0.0 0.0 0.0 1.5 0.4
INAOE-TIA BoW KNN 0.3 0.0 0.5 0.1 0.0 0.0 0.0 0.0 0.0 2.2 0.3
PRIP SIFT EMD + NN 0.1 0.0 0.1 0.5 0.1 0.0 0.1 0.1 0.0 0.8 0.2

11.4.3 2008: Visual Concept Detection Task

The results of the 2008 Visual Concept Detection Task are presented in Table 11.5
and Table 11.6. Runs were ranked according to their EER and AUC scores. Ta-
ble 11.5 shows the performance for the best run of each group in terms of EER
and AUC and the descriptors and classifiers applied. The best scores of each group
range from 16.7% EER to 49.3% EER. In terms of AUC, the best run achieved
90.7% AUC, while the values fall to 20% AUC.
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Table 11.5: Summary of the results of the visual concept detection task in Image-
CLEF 2008. The table shows the results for the best run per group.

GroupID Descriptor Classifier rank EER AUC
XRCE local color and texture Fisher-Kernel SVM + lo-

gistic regression
1 16.7 90.7

RWTH BoW log linear model 3 20.5 86.2
UPMC local color fuzzy decision forests 4 24.6 82.7
LSIS profile entropy features + others SVM 5 25.9 80.5
MMIS color, Tamura texture non-parametric density

estimation
13 28.4 77.9

CEA-LIST color, spatial layout NN, SVM 17 29.0 73.4
IPAL-I2R variety of descriptors — 19 29.7 76.4
budapest global and local logistic regression 20 31.1 74.9
TIA global and local SVM, random forest 24 32.1 55.6
HJ-FA color, SIFT KNN 47 45.1 20.0
Makere luminance, color, texture, shape NN 51 49.3 30.8

Table 11.6 presents the results per concept. For each concept, the best and the
worst EER and AUC are shown, along with the average EER and AUC over all runs
submitted. The best results were obtained for all concepts by the XRCE group, with
budapest doing equally well on the night concept. The best AUC per concept is at
least 80% for the concept road/pathway and rises up to 97.4% for the concepts
indoor and night. The rather poor results for the concept road/pathway
can be explained by the high variability in the appearance of this concept. The
concept with the highest average score, in other words, the concept that was de-
tected best in most runs is sky. Again, the concept with the worst average score is
road/pathway.
Summarizing, discriminative approaches with local features achieved the best

results. Further, the results demonstrate that the concept detection task could be
solved reasonably well.

11.4.4 2009: Visual Concept Detection Task

The evaluation of the concept detection task in 2009 focused on two evaluation
paradigms, the evaluation per concept and the evaluation per photo. The evaluation
per concept was conducted with the EER and AUC as in the previous year. For
the evaluation per photo, a new evaluation measure, the Ontology Score (OS), was
introduced (Nowak et al, 2010).
The results are given in Table 11.7. The group with the best concept–based re-

sults, ISIS, achieves an EER of 23% and an AUC of 84% on average for their best
run. The next three groups in the ranking closely follow these results with an EER
of about 25% and an AUC of 82% and 81%. The performance of the groups at the
end of the list goes up to 53% EER and falls to 7% AUC.
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The evaluation per photo reveals scores in the range of 39% to 81% for the best
run per group. The best results in terms of OS were achieved by the XRCE group
with 81% annotation score over all photos. It can be seen from the table that the
ranking of the groups is different than for the EER/AUC measures.
In Table 11.8, the results for each concept are illustrated in terms of EER and

AUC over all runs submitted. All concepts could be detected at least with 44%
EER and 58% AUC, but on average with an EER of 23% and an AUC of 84%.
The majority of the concepts were classified best by the ISIS group. It is obvious
that the aesthetic concepts (Aesthetic_Impression, Overall_Quality
and Fancy) are classified worst (EER greater than 38% and AUC less than 66%.).
This is not surprising due to the subjective nature of these concepts which also made
the ground truthing difficult. The best classified concepts are Clouds (AUC: 96%),
Sunset-Sunrise (AUC: 95%), Sky (AUC: 95%) and Landscape-Nature
(AUC: 94%).
Summarizing, the groups that used local features such as SIFT achieved better

results than the groups relying solely on global features. Most groups that investi-
gated the concept hierarchy and analyzed, for example, the correlations between the
concepts, could achieve better results in the OS compared to the EER. Again, the
discriminative methods outperformed the generative and model–free ones.

Table 11.6: Overview of the results per concept of the visual concept detection task
2008.

best average worst
# concept EER AUC group EER AUC EER AUC
00 indoor 8.9 97.4 XRCE 28.0 67.6 46.8 2.0
01 outdoor 9.2 96.6 XRCE 30.6 70.5 54.6 13.3
02 person 17.8 89.7 XRCE 35.9 62.2 53.0 0.4
03 day 21.0 85.7 XRCE 35.4 64.9 52.5 9.7
04 night 8.7 97.4 XRCE/budapest 27.6 72.5 73.3 0.0
05 water 23.8 84.6 XRCE 38.1 57.8 53.0 3.2
06 road/pathway 28.8 80.0 XRCE 42.6 50.7 56.8 0.0
07 vegetation 17.6 89.9 XRCE 33.9 67.4 49.7 30.7
08 tree 18.9 88.3 XRCE 36.1 62.8 59.5 1.0
09 mountains 15.3 93.8 XRCE 33.1 61.2 55.8 0.0
10 beach 21.7 86.8 XRCE 35.8 57.6 51.4 0.0
11 buildings 17.0 89.7 XRCE 37.4 60.8 64.0 0.5
12 sky 10.4 95.7 XRCE 24.0 78.6 50.8 37.3
13 sunny 9.2 96.4 XRCE 30.2 66.5 55.4 0.0
14 partly cloudy 15.4 92.1 XRCE 37.5 58.9 55.5 0.0
15 overcast 14.1 93.7 XRCE 32.1 67.6 61.5 0.0
16 animal 20.7 85.7 XRCE 38.2 54.2 58.4 0.0
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Table 11.7: Summary of the results for the concept detection task in 2009. The table
shows the EER and AUC performance for the best run per group ranked by EER for
the concept–based evaluation and the performance with the OS measure for the best
run per group for the photo–based evaluation. Note, that the best run for the EER
measure is not necessarily the same run as for the OS measure.

Group ID Descriptor Classifier Rank EER AUC Rank OS
ISIS color SIFT SVM 1 0.23 0.84 14 0.77
LEAR BoW (global and local) SVM / NN 5 0.25 0.82 12 0.77
I2R global and local SVM 7 0.25 0.81 2 0.81
FIRST SIFT, color multiple kernel SVM 8 0.25 0.82 4 0.80
XRCE BoW sparse logistic regression 14 0.27 0.80 1 0.81
budapest various global and local

features
logistic regression 17 0.29 0.77 35 0.68

MMIS color, Tamura, Gabor non-parametric density
estimation

21 0.31 0.74 42 0.58

IAM SIFT cosine distance of visual
terms

23 0.33 0.72 61 0.41

LSIS various features SVM(LDA) / Visual Dic-
tionary

24 0.33 0.72 49 0.51

UPMC HSV histogram SVM 33 0.37 0.67 58 0.44
MRIM RGB histogram, SIFT,

Gabor
SVM 34 0.38 0.64 28 0.72

AVEIR various global and local
features, text

SVM / Visual Dictionary
/ canonical correlation

41 0.44 0.55 50 0.50

Wroclaw Uni various features Multivariate Gaussian
Model + NN

43 0.45 0.22 11 0.78

Kameyama global and local KNN 47 0.45 0.16 7 0.80
UAIC face detection, exif NN + default values 54 0.48 0.11 32 0.69
apexlab various features KNN 56 0.48 0.07 17 0.76
INAOE TIA various global features KNN 57 0.49 0.10 20 0.74
Random - - - 0.50 0.50 - 0.38
CEA LIST global and local Multiclass boosting 68 0.50 0.47 29 0.71
TELECOM global, text features Canonical Correlation

Analysis + thresholds
72 0.53 0.46 65 0.39

11.4.5 Evolution of Concept Detection Performance

Comparisons of performance across years can best be made from 2008 to 2009. Al-
though the database changed between these evaluation cycles, the methodology of
the tasks was similar. Comparing the results from 2008 to 2009, the average AUC
over all concepts for the best run drops from 90% to 84%, while increasing the num-
ber of concepts with a factor of about three. Themost comparable conceptsindoor
and outdoor dropped by 13% and 7%, respectively, which can be explained with
the third concept NoVisualPlace in the group in 2009. Other concepts could be
annotated with a similar quality, e.g. mountains and sky -1%, day and trees
+/-0%. The concept person was substituted by four concepts single person,
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Table 11.8: Overview of the best results per concept over all submitted runs in 2009
in terms of the EER and AUC and the name of the group which achieved these
results.

No. Concept AUC EER Group ID No. Concept AUC EER Group ID
0 Partylife 0.83 0.24 ISIS 27 Day 0.85 0.24 ISIS
1 Family Friends 0.83 0.24 ISIS 28 Night 0.91 0.17 LEAR
2 Beach Holidays 0.91 0.16 ISIS 29 No Visual Time 0.84 0.25 ISIS
3 Building Sights 0.88 0.20 ISIS 30 Sunny 0.77 0.30 LEAR - ISIS
4 Snow 0.87 0.21 LEAR 31 Sunset Sunrise 0.95 0.11 ISIS
5 Citylife 0.83 0.25 ISIS 32 Canvas 0.82 0.25 XRCE
6 Landscape Nature 0.94 0.13 ISIS 33 Still Life 0.82 0.25 ISIS
7 Sports 0.72 0.34 FIRST 34 Macro 0.81 0.26 ISIS
8 Desert 0.89 0.18 ISIS 35 Portrait 0.87 0.21 XRCE - ISIS
9 Spring 0.83 0.25 FIRST 36 Overexposed 0.80 0.25 UPMC
10 Summer 0.81 0.26 ISIS 37 Underexposed 0.88 0.18 CVIUI2R
11 Autumn 0.87 0.21 ISIS 38 Neutral Illumination 0.80 0.26 LEAR
12 Winter 0.85 0.23 ISIS 39 Motion Blur 0.75 0.32 ISIS
13 No Visual Season 0.81 0.26 ISIS 40 Out of focus 0.81 0.25 LEAR
14 Indoor 0.84 0.25 ISIS 41 Partly Blurred 0.86 0.22 LEAR
15 Outdoor 0.90 0.19 ISIS 42 No Blur 0.85 0.23 LEAR
16 No Visual Place 0.79 0.29 ISIS 43 Single Person 0.79 0.28 ISIS - LEAR
17 Plants 0.88 0.21 ISIS 44 Small Group 0.80 0.28 ISIS
18 Flowers 0.87 0.20 ISIS - FIRST 45 Big Group 0.88 0.21 ISIS
19 Trees 0.90 0.18 ISIS 46 No Persons 0.86 0.22 ISIS
20 Sky 0.95 0.12 ISIS 47 Animals 0.83 0.25 ISIS
21 Clouds 0.96 0.10 ISIS 48 Food 0.90 0.19 ISIS
22 Water 0.90 0.18 ISIS 49 Vehicle 0.83 0.24 ISIS
23 Lake 0.91 0.16 ISIS 50 Aesthetic Impression 0.66 0.38 ISIS
24 River 0.90 0.17 ISIS 51 Overall Quality 0.66 0.38 ISIS
25 Sea 0.94 0.13 ISIS 52 Fancy 0.58 0.44 ISIS
26 Mountains 0.93 0.14 ISIS

small group, big group and no person and dropped on average by 7%.
Concepts that achieved better scores in 2009 are beach +4%, clouds +4% and
water +5%. In case of clouds, the 2009 task was easier, because the concepts
overcast and partly cloudy were combined in one concept.

11.4.6 Discussion

In 2006, the bag–of–visual–words approach by RWTH with a log–linear classifier
performed best. In 2007, HUTCIS obtained the best result by combining various
descriptors (color, edge, SIFT, combinations) and SVM classifiers. In 2008, XRCE
achieved the best result using local color and texture features and a combination
of Fisher–kernel SVMs and logistic models. In 2009, ISIS obtained the best result
using a large variety of local descriptors extracted from different interest points and
grids represented in a bag–of–words–descriptor and χ2-SVM classifiers. For the
photo-based evaluation, the XRCE group achieved the best results in 2009 with a
system similar to their 2008 approach.
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Over all years, the best results were obtained using discriminative classifiers.
The classifier itself varied throughout the years and also the features differed. The
knowledge provided in form of a taxonomy and an ontology in 2008 and 2009, re-
spectively, was not further considered by most groups. Only in the post–processing
step of the XRCE run in 2009, was the probability of the presence of a particular
concept adapted by analyzing its likely relationships.

11.5 Combinations with the Photo Retrieval Task

In 2008, two automatic runs provided by participants of the visual concept detec-
tion task were made available to the participants of the photo retrieval task. These
contained annotations for the database of 20,000 photos used in the photo retrieval
task with the VCDT concepts. Two groups that participated in the photo retrieval
task of ImageCLEF made use of these annotations. UPMC applied VCDT annota-
tions provided by their own algorithm. They used the detected visual concepts to
re-rank the first 50 results returned by text retrieval approaches. The concepts to use
for the re–ranking were chosen by two approaches: (i) the concept word appears in
the query text and (ii) the concept word appears in the list of synonyms (obtained
by WordNet) of the words in the query text. The first approach improved the results
of all the queries for which it was applicable, while the second resulted in worse
results for some topics. Both approaches achieved a better overall performance than
using text alone: the F–measure for the best text only run (using TF–IDF) is 0.273,
while the F–measure for the run re–ranked using the first approach is 0.289.
The NII group (Inoue and Grover, 2008) made use of both provided VCDT con-

cept annotation sets. They also used the concepts to re–rank results returned by a
text retrieval approach. The best results were obtained by a re–ranking based on a
hierarchical clustering which uses distances between vectors to encode the VCDT
concepts. This re–ranking decreased the P20 metric while increasing the CR20 met-
ric, resulting in an increase of the F–measure from 0.224 for text only to 0.230 after
the re–ranking.
INAOE TIA used one of the provided VCDT concept annotation sets as one

part of a group of visual retrieval algorithms whose results were integrated in a late
fusion process. It is therefore not possible to determine the effect of only the VCDT
concepts on the results.

11.6 Conclusion

This chapter presents an overview of the object and concept recognition tasks of
ImageCLEF in the four years from 2006 to 2009. The tasks varied strongly over
the years reflecting the objective to start with a flat classification task and going
towards a full image annotation that can be used for content–based access to photo
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repositories. Over the years, 29 groups participated in total and submitted over 163
runs, processing a total of 35,100 test images.
For the future, we will continue to pose challenging tasks for object and concept

annotation. In 2010, the task will consider Flickr User Tags, so that the participants
can decide whether they solve the concept detection task purely visually, purely
based on social data or if they prefer to follow multi–modal approaches. The aim
is to analyze if the multi–modal annotation approaches can outperform text only or
visual only approaches and which approach is best suited to which type of concepts.
Furthermore, the systems are trained and evaluated on 92 concepts, containing also
more subjective annotations such as boring or cute and event concepts such as
birthday or work.
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V (eds) Evaluating Systems for Multilingual and MultiModal Information Access 9th Work-
shop of the Cross–Language Evaluation Forum, Springer, Aarhus, Denmark, Lecture Notes in
Computer Science (LNCS), vol 5706, pp 661–668

Jiang J, Rui X, Yu N (2008) Feature Annotation for Visual Concept Detection in ImageCLEF 2008.
In: Working Notes of CLEF 2008, Aarhus, Denmark

Llorente A, Overell S, Liu H, Hu R, Rae A, Zhu J, Song D, Rüger S (2008) Exploiting Term
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